
Improved Mixed Document Compression by
Using the DCT Coefficient Distributions

Edmund Y. Lam
Department of Electrical and Electronic Engineering,

University of Hong Kong,
Hong Kong.

Abstract
Data compression is an important area in electronic docu-
ment processing. A document can consist of text and im-
age, with different statistical behavior. When we use JPEG
compression, it is advantageous to tune the parameters for
individual blocks to enhance the decompression quality.
We demonstrate a method that can be incorporated in the
JPEG decoder, which utilizes the amplitude distribution of
the DCT coefficients for texts and images to achieve better
image quality. This involves both a discriminator function
to differentiate between text and image, and an adjustment
to the decompression methodology that shifts the decod-
ing value to the minimum mean-square error location in
the codeblock.

1. Introduction

Digital documents are ubiquitous in today’s information-
driven society. For transmission and archival, it is very
important to be able to compress them efficiently. Many of
these documents contain a mixture of data types, such as
natural images, text, line art, and background. It is known
that these data types have different characteristics. How-
ever, often we will only use a single compression method,
such as JPEG [1], for the entire image. Fortunately, we
usually still have some control on the parameters of the
algorithm to adapt it for different image types. Compres-
sion of mixed document by varying these parameters has
received significant attention in recent years [2, 3].

The discrete cosine transform (DCT) is at the core of
the JPEG algorithm, together with scalar quantization and
entropy coding. It is known that the DCT coefficients for
natural images can be modeled with a Laplacian distri-
bution [4]. This knowledge can be employed to improve
compression efficiency, by shifting the decoding value from
the mid-point of the codeblock to the centroid, which gives
the minimum mean-square error [5]. This principle can be
applied to other image types, provided we have a priori
knowledge about the distribution characteristics. In this
paper, we examine how we can model the DCT coeffi-
cients for the documents with both text and images. We

use a doubly stochastic model, where the distribution of
the variance of the 8 × 8 blocks becomes the key to this
analysis. This model is explained in details in section 2.
We will then examine how to incorporate this knowledge
into our design of a decompression scheme for mixed doc-
ument in section 3, as an extension to the standard JPEG
decoder. This is achieved by varying the quantization ma-
trices for different data types. We also examine how much
gain in signal-to-noise ratio this method can attain in sec-
tion 4.

2. Image Model

A doubly stochastic model for the coefficient statistics has
been shown to be very effective [4]. In the 8 × 8 blocks
used for DCT, assuming that the pixels are identically dis-
tributed, the DCT coefficient is approximately Gaussian.
Note that we do not need the pixels to be independent. Let
I denote the coefficient, and σ2 denote the variance of the
block, we have

P(I|σ2) =
1√
2πσ

e−
I2

2σ2 . (1)

In the doubly stochastic model, the block variance is
itself a stochastic quantity. The actual DCT coefficient dis-
tribution is given by

P(I) =
∫ ∞

0

P(I|σ2)P(σ2) d(σ2). (2)

From this equation, we can see that P(σ2) is a determining
factor for the distribution of the transform coefficients.

For natural images, the distribution of the block vari-
ance resembles an exponential distribution, i.e.,

P(σ2) = λe−λ(σ2). (3)

Putting equation (1) and (3) in equation (2), after some
manipulation, we have

P(I) =

√
2λ

2
e−

√
2λ|I|. (4)
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Therefore, the distribution of the DCT coefficients for nat-
ural images is Laplacian.

On the other hand, this is not the case for text docu-
ments [5]. The distribution of the block variance generally
consists of two components:

1. A large concentration of the variance at or near zero.

2. A near uniform distribution of the variance other-
wise.

The first component corresponds to a flat region, which
represents the background in the document. The contribu-
tion from the second component is more important for our
study here, because only the lowest DCT coefficient will
be affected if a region has zero variance. This coefficient
is not modeled with any known distribution. For a uniform
distribution for the variance, we have P(σ2) = (q − p)−1

for p ≤ σ2 ≤ q. We can put this in equation (2), but that
does not lead to a closed-form solution. We can, however,
perform the integration numerically. The result is shown
to resemble a Gaussian distribution [5].

Laplacian and Gaussian distributions can both be con-
sidered special cases of the generalized Gaussian distri-
bution. The generalized Gaussian distribution, with zero
mean, has the probability density function

P(I) =
ν

2βΓ
(

1
ν

)e
−
( |I|

β

)ν

, (5)

where ν > 0 controls the shape of the distribution and β
the spread. Γ(·) is the Gamma function defined as

Γ(x) =
∫ ∞

0

ζx−1e−ζdζ, (6)

with x > 0. When ν = 2 and β =
√

2σ, it becomes a stan-
dard Gaussian distribution. When ν = 1 and β = 1/λ, it
becomes a Laplacian distribution with parameter λ. Text
and natural images therefore can be considered to produce
coefficient distributions with generalized Gaussian distri-
bution having different shape parameters.

3. Decompression Scheme

We need to distinguish between text and image regions in a
mixed document. Unlike many traditional image segmen-
tation algorithms, we want the classification to be done on
a block basis rather than at the pixel level. This has the
added advantage of minimizing both memory and process-
ing requirements.

Let D(j) be a discriminator function on the jth block,
which indicates whether the block should be classified as
text or as image. We simply the method proposed in [2] so

that each D(j) is independent of its neighbors. We com-
pute D(j) as a function of the 63 AC coefficients with

D(j) =
63∑

k=1

g (Iq,k(j)) , (7)

where

g(x) =
{

log2(|x|) + 4 if |x| > 1
0 otherwise.

(8)

Iq,k denotes the quantized DCT coefficient at the kth sub-
band. A higher value in D(j) indicates that this block is
more likely to be text. In fact, we use the value D(j) to
decide on the nature of the block j as follows:




D(j) ≈ 0 ⇒ block is background
D(j) < T ⇒ block is image
D(j) ≥ T ⇒ block is text.

(9)

If the block is background, there is no need for any
adjustment to the DCT coefficients. When the block is
classified as image, we use a Laplacian probability density
function to model the AC coefficients. Let the codeblock
range from a to b. In the case of JPEG, if the quantiza-
tion table at that frequency is Qj and the code value for
that block is k (assuming k > 0 for the calculation be-
low, without loss of generality), then a = (k− 0.5)Qj and
b = (k + 0.5)Qj . The centroid of this range is

x̂ =

∫ b

a
xλ

2 e−λxdx∫ b

a
λ
2 e−λxdx

=
1
2

[−xe−λx − 1
λe−λx

]b

a
1
2e−λa − 1

2e−λb

=
ae−λa + 1

λe−λa − be−λb − 1
λe−λb

e−λa − e−λb

=
ae−λa − be−λb

e−λa − e−λb
+

1
λ

. (10)

When the block is classified as text, we use a Gaussian
probability density function to model the AC coefficients.
The centroid of this range is

x̂ =

∫ b

a
x 1√

2πσ
e−

x2

2σ2 dx
∫ b

a
1√
2πσ

e−
x2

2σ2 dx

=
1

2
√

2πσ

∫ b2

a2 e−
y

2σ2 dy

Q
(

a
σ

) − Q
(

b
σ

)

=

σ√
2π

(
e−

a2

2σ2 − e−
b2

2σ2

)

Q
(

a
σ

) − Q
(

b
σ

) , (11)
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where the function Q(x) is the Q-function defined as [6]

Q(x) =
1√
2π

∫ ∞

x

e−t2dt. (12)

In short, we modify the JPEG decompression with the
following scheme: compute D(j) for each block to decide
the nature of the block. If it is classified as background,
we simply use the original decompression scheme. If it is
classified as image, we shift the decoding value according
to equation (10). If it is classified as text, we use equation
(11) instead.

4. Simulation

To test the ideas proposed in this paper, we evaluate the
performance of the algorithm on a couple of test images.
Figure 1 shows one such image, with predominantly text
and an embedded image. The figure is of size 512 × 512
pixels. We also test with documents such as Figure 2,
which is mostly image but with embedded text. This latter
one is of size 256 × 256 pixels.

Figure 1: An example of a mixed document.

We test the images in a couple of ways. First, we
use the decompression mechanism in the baseline JPEG,
which does not assume any distribution in the coefficients.
We record the signal-to-noise ratio (SNR) of the resul-
tant image as compared with the original. Second, we
test with our algorithm without the discriminator function,
and assumes that the DCT coefficients for all the blocks
have a Laplacian distribution. Third, we examine the case
where the DCT coefficients for all the blocks are assumed
to have a Gaussian distribution. Finally, we test with a

Figure 2: An example of a text inside an image.

mixed model, using the discriminator function described
above. We set the threshold T = 180. Therefore, each
block is classified and we use the two prior models in de-
compression.

The results for the two images are summarized in ta-
ble 1. In both cases, we observe that using a biased recon-
struction will always produce an image with better quality.
For Figure 1, we see that assuming all the blocks have a
Gaussian distribution produces better SNR than a Lapla-
cian distribution. This is in line with the discussion above
that for a document with text, the transform coefficient dis-
tribution resembles Gaussian. Using a mixed model will
further increase the quality by only a small margin. On
the other hand, for Figure 2, which is predominantly im-
age, using a Laplacian model produces better quality out-
put than using a Gaussian model. Again, this is in accor-
dance with the theoretical discussion in section 2. Once
again, a mixed model produces little improvement over a
single model. These results indicate that if a document has
predominantly text or image, a single model will suffice.
However, if both have significant proportion, it is better
to use the discriminator function to classify the document,
and then apply the appropriate model for the best decom-
pression performance.

5. Conclusions

In this paper, we have proposed a mechanism of improv-
ing the decompression quality of mixed documents by tak-
ing advantage of the DCT coefficient distributions. This
method is seen to produce documents with better quality
than using the baseline JPEG. However, this is achieved
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SNR
Fig. 1 Fig. 2

Normal dequantization 20.40dB 17.75dB
Laplacian model 20.47dB 18.05dB
Gaussian model 20.73dB 17.93dB

Mixed model 20.74dB 18.05dB

Table 1: Simulation Results.

at the expense of more computation. Further improvement
can be made by using the generalized Gaussian distribu-
tion as a model for both text and natural images, and by
reducing the computational workload in this algorithm.
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